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Abstract

This paper examines the role of behavioral bias in borrowers’ decisions during mort-

gage applications. Analyzing a large sample of mortgages originated between 2005

and 2007, we investigate the impact of local gambling preferences on second-lien mis-

representation and its subsequent eect on loan performance using OLS, probit, and

causal forest approaches. Our ndings indicate that second-lien misrepresentation is

more prevalent in areas with higher local gambling preferences. Furthermore, loans

with second-lien misrepresentation in high gambling preference areas exhibit poorer

performance compared to those in low gambling preference areas. Utilizing RDD and

dierence-in-discontinuities approaches, we compare the number of loans and default

rates around a FICO score of 620 between high and low gambling preference areas.

Complementing previous literature that studies second-lien misrepresentation from the

perspective of intermediation, our results suggest that borrowers also play an impor-

tant role in the fraud. The inuence of gambling preferences on misrepresentation is

more likely attributable to borrower behavior rather than lender practices.
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1 Introduction

Housing, encompassing both consumption and investment properties, is the most important

asset for most households (Campbell, 2006; Badarinza et al., 2016; Gomes et al., 2021).

Housing decisions signicantly aect both macroeconomics and households’ choices regarding

other assets (Cocco, 2005; Yao and Zhang, 2005; Piazzesi and Schneider, 2016). As the

primary means for households to nance real estate purchases, mortgages play a crucial role

in housing decisions. This paper contributes to the exploration of housing decisions and

mortgage applications by examining how behavioral bias aects household decision-making

in mortgage applications.

Mortgage fraud, a prevalent phenomenon and a potential contributor to the subprime

mortgage crisis and the 2008 nancial crisis, has garnered signicant attention from both the

government and academia. A substantial body of literature documents widespread fraudu-

lent activities, such as owner-occupancy status misreporting, simultaneous second-lien mis-

representation, income documentation falsication, and home appraisal ination1, and their

economic impact. This paper focuses on second-lien misrepresentation, where the existence

of a simultaneous second lien on a property is not disclosed when applying for the rst lien.

While previous literature discuss this issue within the scope of intermediation (Piskorski

et al., 2015; Grin and Maturana, 2016; Yavas and Zhu, 2024)2, we shed light on the fraud

from the perspective of borrowers. Our ndings indicate that, in addition to intermediation,

borrowers also play an important role in the fraud.

In the context of second-lien misrepresentation, we study a specic behavioral bias:

gambling preference. This bias describes a type of human behavior where individuals favor

games with lottery-like features, including low cost, high volatility, and high skewness (Ku-

mar, 2009). In the case of second-lien misrepresentation, the payo structure for borrowers

1See, for example, Grin and Maturana (2016) and Kruger and Maturana (2021) for appraisal ina-
tion, Piskorski et al. (2015) and Grin and Maturana (2016) for second-lien misrepresentation and owner-
occupancy misreporting, Ambrose et al. (2016), and Mian and Suf (2017) for income overstatement.

2These papers attribute the occurrence of second-lien misrepresentation to intermediation process given
the possible awareness of such fraud by the intermediaries and explore the heterogeneity among them.
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matches well with gambling payo structures. First, misreporting a simultaneous second lien

has an attractive upside with low probability, which is to get the rst lien approved so that

the borrowers can achieve homeownership. In the U.S. before the 2008 crisis, homeownership

was a substantial gain both emotionally and nancially3. The second potential gain, though

not as attractive as homeownership, is to secure a lower interest rate due to lower presented

leverage risk. In contrast, the potential losses are smaller. If the lenders detect the fraud

and decide not to overlook it, they will ask the borrowers to correct the information or will

deny the loan application. In this case, borrowers can switch to another lender at a low

cost4. If legal consequences occur, such as a conviction by the court, the borrowers usually

need to repay the mortgage and pay state nes (Henning, 2009; Federal Housing Finance

Agency, 2023). However, such cases are rare and not severe because, during that time, law

enforcement agencies focused much more on fraud for prot rather than fraud for housing

(FBI, 2006, 2007). As a result, misreporting second liens in rst lien applications could be

an attractive gamble for borrowers, especially for those who dream of owning a home but

nd it dicult to obtain conventional nancing. Therefore, we hypothesize that individu-

als with high gambling preferences are more likely to misrepresent information in mortgage

applications.

We measure second-lien misrepresentation and gambling preference following previous

literature. We construct the second-lien misrepresentation measure following Piskorski et al.

(2015), which compares loan-level mortgage data with borrowers’ credit report information.

We follow Kumar (2009) and Kumar et al. (2011) to measure local gambling preference,

using the ratio of Catholic residents to Protestant residents (CPRATIO) at the county level.

We choose this measure for two reasons. First, since the potential distribution of losses and

gains for individual loans is not observable and dicult to infer, as in nancial markets,

we cannot directly apply existing theoretical frameworks, such as prospect theory, in the

3Emotionally, homeownership is associated with the American dream in the U.S. (Clinton, 1995; Bush,
2003). Financially, with proper mortgage terms, homeownership brings large nancial returns and helps
households accumulate wealth (Bostic and Lee, 2008; Goodman and Mayer, 2018)

4The loss of earnest money and application-related fees is small compared to the amount of the mortgage.
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housing market5. Second, it is plausible to use geographic measures because people living in

dierent areas may have distinct cultures and attitudes towards gambling.

With the measures of second-lien misrepresentation and gambling preference, we rst

investigate whether gambling preference helps explain the commission of mortgage fraud. By

comparing the likelihood of mortgage misrepresentation in dierent areas, we demonstrate

the relationship between local gambling preference and the propensity for mortgage fraud.

Indeed, we nd that second-lien misrepresentation is more likely to occur in counties with

higher levels of local gambling preference, indicating that gambling preference is an important

factor driving mortgage fraud. We further investigate the eect in subsamples. We nd

that the eect of gambling preference on second-lien misrepresentation is greater when the

occupancy status is owner-occupied, the loan purpose is to purchase the property, or the

borrowers have low credit scores. These results support our hypothesis, as these subsamples

represent cases where second-lien misrepresentation brings greater benets to borrowers.

Second, we study the economic impact of mortgage fraud driven by gambling preference.

Since gambling preference is signicantly correlated with mortgage misrepresentation, we aim

to determine whether it is associated with worse loan performance through mortgage fraud,

as mortgage fraud is known to cause poor loan performance (Piskorski et al., 2015; Grin and

Maturana, 2016). We nd that in our samples, loans with second-lien misrepresentation, on

average, have worse loan performance, and this eect is more pronounced in areas with higher

levels of gambling preference. These results indicate that gambling behavior in mortgage

applications indeed leads to worse outcomes. In subsample analysis, we nd that the eect

of gambling preference on loan performance through second-lien misrepresentation holds in

almost all subsamples, showing that this behavioral bias is associated with worse outcomes

in most cases.

Third, we study the extent to which lenders facilitate second-lien misrepresentation and

examine whether the positive correlation between gambling preference and second-lien mis-

5See, for example, Benartzi and Thaler (1995) (bond market), Barberis et al. (2016) (stock market), and
Baele et al. (2019) (option market) for the application of prospect theory in nancial markets.
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representation is more likely a borrower issue or a lender issue. We use the setting of ease

of securitization for low-documentation loans with FICO scores equal to or greater than

620 by Keys et al. (2010), which serves as a shock to lenders rather than borrowers. We

calculate the jumps in the number of loans and the jumps in default rates using regres-

sion discontinuity design (RDD) and compare these jumps between high and low gambling

preference areas using dierence-in-discontinuities (di-in-disc). For loans in all areas, the

jump ratio in the number of loans with misrepresented simultaneous seconds is greater than

that of loans without simultaneous seconds but smaller than that of loans with correctly

reported seconds. This indicates that lenders facilitate loans with simultaneous seconds but

not specically misrepresentation. Additionally, the jump in the default rate for loans with

simultaneous seconds is small and insignicant, implying that lenders’ screening eort is not

a main factor driving second-lien misrepresentation. When comparing loans between high

and low gambling preference areas, we nd that the jump in the number of loans with mis-

represented simultaneous seconds is much smaller in high gambling preference areas than in

low gambling preference areas. This implies that lenders in high gambling preference areas

do not play a larger role in increasing second-lien misrepresentation. Additionally, the jumps

in default rates for loans with misrepresented seconds are smaller in high gambling preference

areas than in low gambling preference areas, suggesting that lenders’ lax screening is also

not a contributing factor to the increase in second-lien misrepresentation in high gambling

preference areas. These ndings suggest that lenders in high gambling preference areas do

not behave more favorably towards second-lien misrepresentation. Therefore, the positive

correlation we found is more likely a borrower issue than a lender issue.

Finally, we perform multiple robustness checks. First, to ensure our results are not

driven by a single default measure, we test other default measures that are either more or

less restrictive, and the results remain consistent. Second, to ensure our ndings are not

driven by the use of a linear regression model (OLS), we also estimate probit regression

models and nd similar results. Third, to enhance causal inference and obtain a more
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accurate estimation of treatment eects, we apply the causal forest approach proposed by

Wager and Athey (2018), which yields similar ndings. Lastly, we conduct multiple tests on

the di-in-disc and show that the patterns in high and low gambling preference areas are

robust.

Our paper contributes to four strands of literature. First, it adds to the literature on the

housing decision-making process. From a rational perspective, Cocco (2005) and Yao and

Zhang (2005) incorporate both portfolio choice and housing decisions in life-cycle models to

study asset allocation. From a behavioral perspective, Bailey et al. (2018) demonstrate that

social networks inuence households’ expectations of house prices, thereby aecting their

willingness to purchase. Our paper examines whether behavioral bias impacts the likelihood

of committing fraud in mortgage applications, indicating households’ behavior bias also play

an important role in housing decision-making process.

Second, our paper complements the literature by discussing where in the credit supply

chain (from borrowers to MBS underwriters) second-lien misrepresentations took place. By

studying privately securitized loans, Grin and Maturana (2016) point out that lenders were

likely aware of the misrepresentation, attributing such misreporting more to lenders than to

underwriters. Conversely, Piskorski et al. (2015) show that underwriters could easily uncover

the misrepresentation and also play an important role in this issue. Using both portfolio

loans and securitized loans, Yavas and Zhu (2024) support the argument that second-lien

misrepresentation occurs in the early stages of intermediation by lenders, while underwriters

have limited but signicant eects on reducing the occurrence of misrepresentation through

screening. Our paper examines this issue from the borrower’s perspective, showing that

borrowers signicantly contribute to second-lien misrepresentation.

Third, our paper contributes to the literature on mortgage fraud by proposing a preference-

based explanation. A substantial body of literature documents the prevalence of mortgage

fraud and its economic impact (Elul et al., 2010; Piskorski et al., 2015; Ambrose et al., 2016;

Grin and Maturana, 2016; Mian and Suf, 2017; Kruger and Maturana, 2021). While previ-

5



ous studies have considered associated loan characteristics and household features, the role

of preference in the decision-making process remains unclear. From a cultural perspective,

Conklin et al. (2022) provide empirical evidence that religiosity helps constrain fraudulent

activity but do not distinguish between ethics and risk channels. Bypassing the issue of dier-

entiating ethics and risk preference, we show that gambling preference6 inuences mortgage

applications.

Fourth, our paper builds on the empirical literature linking gambling preferences with

investment decisions. Prior research has examined the eect of gambling preference on the

stock market (Barberis and Huang, 2008; Kumar, 2009; Kumar et al., 2011; Barberis et al.,

2016, 2021), bond market (Benartzi and Thaler, 1995), and option market (Baele et al.,

2019). Additionally, literature explores its impact on corporate policy decisions (Kumar

et al., 2011; Chen et al., 2014) and fund strategies (Shu et al., 2012). To the best of our

knowledge, we are the rst to apply the concept of gambling preference to the mortgage

market in the context of household investment decision-making.

The rest of the paper is organized as follows. Section 2 describes the data and variables.

In Section 3, we examine the eect of gambling preference on second-lien misrepresentation.

Section 4 investigates the economic impact of mortgage misrepresentation associated with

gambling preference. In Section 5, we assess whether the eect of gambling preference is

a borrower issue or a lender issue. Robustness checks are conducted in Section 6, and

conclusions are presented in Section 7.

2 Data and Summary Statistics

Our sample comprises three main groups of data: loan-related records, religiosity data, and

demographic information, covering the period from 2005 to 2007. These data are sourced

from various datasets. Loan-related records include loan-level mortgage data from BlackBox

6See Kumar (2009), Kumar et al. (2011), Kumar et al. (2016) for how to dierentiate gambling preference
from ethics.
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Logic (now part of Moody’s) and borrower-level credit report information from Equifax.

Religiosity data, which provides county-level information on prevalent religious adherence,

is obtained from the American Religion Data Archive (ARDA). Demographic information

at the county and zipcode levels, such as age and income, is sourced from the U.S. Census

Bureau. Additionally, we collect house price data from the Federal Housing Finance Agency.

2.1 Second-lien Misrepresentation Measure

Second-lien misrepresentation occurs when a rst-lien loan backed by property is reported

as having no associated higher lien but is actually nanced with a simultaneously originated

second mortgage identied by credit bureau data. This misrepresentation allows the bor-

rower to take on additional debt, reducing their incentive to repay the loans and making the

initial debt riskier. We identify second-lien misrepresentation by comparing loan-level mort-

gage data from BlackBox Logic with borrower-level credit report information from Equifax.

Following the procedure in Piskorski et al. (2015), we rst focus on rst-lien loans with a

merge condence interval greater than or equal to 0.89. Second, we select loans with a new

second-lien originating within one month before or after the rst lien7. This lter, using

credit information, retains rst-lien loans that truly have a simultaneous second lien. Third,

to identify misrepresented second-lien loans, we require the loan to have a non-missing re-

ported cumulative loan-to-value (CLTV) ratio within 1% of its loan-to-value (LTV) ratio.

The small dierence between the reported CLTV and LTV indicates that the borrower re-

ports no simultaneous second lien.

7Piskorski et al. (2015) uses a 45-day range, while Zhang et al. (2024) uses a one-month range. Since
Equifax data identies the close date of the second lien at the month level, we conservatively use a one-month
range. A 45-day range can be achieved by assuming the close date is in the middle of the month. We also
checked the 45-day range and found minor dierences in the results.
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2.2 Gambling Preference and Religiosity

Following Kumar et al. (2011), we construct county-level gambling preference based on reli-

gious data, specically the ratio of Catholic residents to Protestant residents (CPRATIO).

Although direct measures of local gambling preference are unavailable, we can infer the

propensity by examining the proportion of dierent religious populations, which have distinct

attitudes towards gambling according to their religious views. In the U.S., two widespread

religions with diering views on gambling are Catholicism and Protestantism. While Protes-

tant churches generally oppose gambling, Catholic churches maintain a tolerant attitude

towards moderate levels of gambling. These diering views between the two religions are

empirically supported to extend to nancial markets (Kumar, 2009; Kumar et al., 2011; Han

and Kumar, 2013; Chen et al., 2014). Therefore, regions with higher Catholic–Protestant

ratios exhibit stronger gambling propensities.

To use CPRATIO for potential causal inference, we need to control for religiosity in

the county. According to Kumar et al. (2011) and Chen et al. (2014), religiosity should be

considered because risk aversion increases with religiosity, regardless of the type of religion

(Hilary and Hui, 2009). Including the overall level of religiosity in the county as a control

ensures that our local gambling preference proxy is independent of religion-induced risk aver-

sion. Additionally, religiosity plays a signicant role in deterring various types of mortgage

misrepresentation (Conklin et al., 2022) from the perspective of social norms and ethical

behavior. Therefore, we follow Kumar et al. (2011) to construct the religiosity measure.

We use the dataset ”Longitudinal Religious Congregations and Membership File, 1980-

2010 (County Level)” from ARDA to capture county-level geographical variation in religious

composition. We sum the number of adherents in the religious traditional categories Evan-

gelical Protestant, Mainline Protestant, and Black Protestant for the Protestant population

and the number of adherents in the category Catholic for the Catholic population. We use

the sum of adherents in all categories for the total religious adherents in the county. Since

the data is available for each decade from 1980 to 2010, we follow previous studies to linearly
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interpolate the data to obtain values for missing years (Alesina and La Ferrara, 2000; Hilary

and Hui, 2009; Kumar et al., 2011; Chen et al., 2014), and then calculate the CPRATIO

(i.e., Catholic population to Protestant population) and REL (i.e., total religious adherents

to total population) for each year.

2.3 Geographic Controls

In addition to religiosity, variations in religion-induced gambling preferences may also cor-

relate with other geographic characteristics (Kumar et al., 2011; Chen et al., 2014; Conklin

et al., 2022). To help establish causality, we control for the following factors (Kumar, 2009;

Kumar et al., 2011; Chen et al., 2014). The U.S. Census Bureau provides a rich set of

demographic data. We employ county-level information on unemployment rate, education,

marriage, living area, population, age, male-female ratio, and minority proportion. Since

income plays an important role not only in potential correlation with religious distribution

but also in household mortgage decisions, we use an even smaller cluster level, the zip code

level, for control variables. Additionally, we collect annual house price indices (HPI) at the

zip code level to calculate house price appreciation, which is also a crucial determinant in

household mortgage decisions.

2.4 Mortgage Microdata

In addition to the second-lien misrepresentation measure, we also obtain other loan-level

mortgage data from BlackBox Logic. The database includes a comprehensive set of loan

characteristics at origination, such as the loan interest rate, borrower’s FICO credit score,

initial loan balance, loan-to-value ratio, amortization type (e.g., full amortization, interest-

only, negative amortization), income documentation type (e.g., full, low-doc, or no-doc),

interest rate type (e.g., xed or adjustable), prepayment penalty, loan purpose (e.g., purchase

or renance), reported occupancy status (e.g., owner-occupied, investment, or second-home),

delinquency method (i.e., MBA or OTS), and delinquency status (e.g., current, 30, 60, 90
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days, etc.). The denitions of variables constructed from this information are presented in

Table 1.

2.5 Descriptive Statistics

We study the eect of gambling preference on second-lien misrepresentation in a sample that

includes loans without simultaneous second liens, loans with correctly reported simultaneous

second liens, and loans with misrepresented simultaneous second liens. We select the sample

period of 2005 to 2007, during which mortgage misrepresentation measures can be calculated

using the databases and frauds are not rare. Table 2 shows the summary statistics. For each

continuous variable, we report the number of observations, mean, standard deviation, 25th

percentile, 50th percentile, and 75th percentile. For dummy variables, we report the number

of observations and mean. The continuous variables are winsorized at the 0.5 percent level

to ensure our results are not driven by extreme values.

In our sample, we have 3,031,921 loans for which the borrower’s area CPRATIO is

available8. Among these loans, about 7.15 percent have unreported second liens, while 13.91

percent have reported second liens, resulting in a total of 21.06 percent. This percentage is

comparable to the one reported by Grin and Maturana (2016) (10.2%), who used a dierent

database and included all loans (honestly reported, fraudulently hidden, and truly without

second liens). Figure 1 plots the nationwide distribution of the county-level proportion of

second-lien misrepresentation in all loans, showing variations both across and within states.

Our primary independent variable of interest is local gambling preference (CPRATIO).

While there are 3,090 available U.S. counties from 2005 to 2007, we only retain county-

year level data where loan-level data is also available. For the 8,716 data points, the mean

CPRATIO is 0.51 and the median is 0.19, indicating a large positive skewness9. Figure 2

plots the nationwide distribution of CPRATIO. Although high gambling preference areas

8We also exclude cases where the LTV is greater than 99% since our measure is calculated using LTV.
An LTV greater than 99% is likely erroneous or highly unlikely to have a simultaneous second lien.

9The mean and median CPRATIO from 1980 to 2005 are 0.60 and 0.23, respectively, in Kumar et al.
(2011), which is quite close to our results if we include all counties.
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are mostly concentrated on the west coast, southwest, and east coast, within-state variations

exist in many states, such as Texas, Wisconsin, and Indiana.

One concern with using local gambling preference is its potential correlation with other

geographic variables. Therefore, we examine the correlation between CPRATIO and other

geographic variables. Table 3 shows the correlation between geographic variables at the

county-year level. Income and HPA at the county level are obtained from the same data

sources as the zip code level data, which are the U.S. Census Bureau and the Federal Housing

Finance Agency, respectively. Unemployment is the average of the monthly unemployment

rate within each year. None of the correlations in the rst column exceed 0.32, indicating

that CPRATIO contains information not solely covered by other common geographic char-

acteristics. Therefore, the results from categorizing counties by CPRATIO are less likely

driven by any other single geographic characteristic.

3 Gambling Preference and Second-lien Misrepresen-

tation

In this section, we investigate the relationship between gambling preference and second-lien

misrepresentation. When making decisions, individuals often exhibit various behavioral bi-

ases, with gambling preference being prevalent in nancial markets. Misreporting a second

lien can be seen as a gamble during our sample period, as borrowers could achieve sig-

nicant gains by betting on the success of such misrepresentation. On one hand, housing

prices increased rapidly in the early 2000s, making the nancial return of owning a house

very attractive (Bostic and Lee, 2008; Goodman and Mayer, 2018). On the other hand,

homeownership became an integral part of the American dream (Clinton, 1995; Bush, 2003),

making the purchase of a house more than just an investment. Consequently, for borrow-

ers with high gambling preferences who need simultaneous second liens to nance housing,

misreporting a second lien may seem like a favorable choice. Thus, we expect that borrow-
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ers in areas with high local gambling preferences are more likely to misrepresent material

information in mortgage applications. We formalize this idea in Hypothesis 1:

Hypothesis 1 Second-lien misrepresentation is more likely to occur in counties with higher

levels of local gambling preference.

To test our hypotheses, we estimate loan-level linear regressions of the following form:

Yit = α + βCPRATIOct + γXit + δs + ηt + λo + ϵ (1)

where Yi is an indicator for second-lien misrepresentation on loan i originated at time t;

CPRATIOct is the county level measure of gambling preference at time t; Xit includes loan

i’s religiosity, geographic controls, and loan characteristics at time t; δs is state x eects; ηt

is origination half-year xed eect (Piskorski et al., 2015); λo is originator xed eects10; ϵ

is an error term. Moreover, since our primary independent variable of interest (CPRATIO)

is measured at the county level, we cluster heteroskedasticity-robust standard errors by

county. We gradually include control variables and xed eects in the specications, with

standard errors in all specications clustered at the county level. Additionally, we winsorize

all continuous variables at the 0.5 percent level and then standardize them.

Table 4 presents the results of regressions. Column (1) presents the basic model with

only control of simultaneous second lien. Column (2) adds geographic controls only. Column

(3) adds loan characteristics controls only. Column (4) adds all control variables. Column

(5) to (7) adds originator xed eects, state xed eects, and half-year xed eects gradually.

Our results reveal that counties with higher levels of gambling preference indeed tend

to have more second-lien misrepresentation. A one standard deviation increase in CPRA-

TIO in the whole sample leads to a 0.12 percent increase in the probability of second-lien

misrepresentation without xed eects and a 0.09 percent increase with state, half-year,

10Although both originators and underwriters play important roles in mortgage roles (Grin and Matu-
rana, 2016) and the related xed eects are used in dierent literature, we control for originator xed eects
because originators are the agency that interact with the borrowers so that they may aect the decision of
borrowers while underwriters do not have such inuence in the borrowers decision-making process.
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and originator xed eects11. The signicance and economic magnitude also show that

CPRATIO is a leading variable among all county-level variables12. It is also comparable to

loan-level control variables, such as interest rate (-0.73 percent with all xed eects) and

FICO score (-0.62 percent with all xed eects).

Simultaneous second lien is a key control in all specications because, to misrepresent,

one must rst have a simultaneous second lien. Indeed, the coecients of simultaneous second

lien are signicant in all columns, showing that about one-third of simultaneous second

liens are unreported. Turning to geographic controls, we see that religiosity, income, and

education are consistently negatively, though not always signicantly, related to second-lien

misrepresentation. In contrast, total population and the proportion of the elderly population

are consistently positively, though not always signicantly, related to this type of mortgage

fraud. The relationship of other geographic characteristics varies in dierent situations.

Moreover, except for our variable of interest (CPRATIO), only total population remains

robustly signicant. The loan-level characteristics show that second-lien misrepresentation is

associated with lower interest rates after controlling for simultaneous second liens, indicating

potential gains from misrepresenting second liens. Low credit scores, low initial balances,

and high LTV ratios are associated with unreported second liens, indicating that second-lien

misrepresentation occurs more frequently in loans with these characteristics.

As borrowers in areas with higher levels of gambling preference are more likely to misre-

port second liens in general, we further investigate whether this holds in dierent subsamples.

If a subsample contains loans that are more likely to be gambles, we expect the eect to be

stronger in that subsample. We divide our samples in several ways: primary or non-primary,

purchase or renance, and high or low credit score. The high or low credit score is divided

by a FICO score of 670, which is the boundary between fair and good levels as evaluated

11The magnitude of the coecient is small because the total misrepresentation rate is low (7.15 percent).
The increase corresponds to a 1.67 percent rise compared to the total misrepresentation rate.

12The coecient of CPRATIO is larger than that of REL, which has been proven to be an important
factor in mortgage fraud by Conklin et al. (2022), and even renders REL insignicant in columns (6) and
(7).
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by the institution13. We present the results in Table 5. For all specications, we include all

control variables and state, half-year, and originator xed eects.

Columns (1) and (2) report the results for primary and non-primary (i.e., fully owner-

occupied vs. investment plus second-home) subsamples. Most observations in the whole

sample belong to the primary subsample, and only the coecient of CPRATIO in the pri-

mary subsample is signicant14. This outcome implies that high gambling preference bor-

rowers tend to choose second-lien misrepresentation mainly when their purpose is to fully

owner-occupy the house. Indeed, if borrowers bet on the success of a fraud for housing,

the attractiveness of interest rate reduction for people with multiple houses should be much

smaller than the attractiveness of homeownership for those trying to buy a primary home

for living. Columns (3) and (4) present the results for purchase and renance subsamples.

About 43 percent of observations come from the purchase subsample, and only the coe-

cient of CPRATIO in the purchase subsample is signicant. This implies that high gambling

preference borrowers tend to misrepresent second liens mainly when purchasing a house.

Similarly, owning a house (purchase) oers larger payos than renancing the current home

(renance)15. Finally, columns (5) and (6) show the results for high and low credit score

subsamples. About 44 percent of observations come from the low FICO score subsample.

While the low FICO score subsample has a signicant and larger coecient for CPRATIO,

the high FICO score subsample’s result is insignicant. However, the economic magnitude of

the coecient in the high FICO score subsample is close to that in the whole sample. This

implies a positive but noisy propensity for misrepresentation among borrowers with high

credit scores, while the propensity is much clearer among low FICO score borrowers. Again,

low FICO score borrowers nd it harder to get rst lien approval with a simultaneous second

lien, so gambling for the loan is more necessary. In general, the subsample analysis indi-

13We also tried the median of the sample, 682, which yielded similar results.
14In unshown results, we also explore the investment subsample and second-home subsample separately,

and neither is signicant.
15In unshown results, the coecient is insignicant in the cash-out renance subsample but signicant in

the no-cash-out renance subsample. However, most observations are in the cash-out renance subsample.

14



cates that when second-lien misrepresentation is more likely a high-payo gamble, its rate

increases more with gambling preference, supporting our conjecture about the correlation

between misrepresentation and gambling preference.

4 Economic Impact: Gambling Preference Associated

Mortgage Misrepresentation and Loan Performance

In the previous section, we found a signicant correlation between gambling preference and

mortgage fraud. Our next step is to investigate whether mortgage misrepresentation as-

sociated with gambling preference has a meaningful inuence on loan performance. While

mortgage fraud usually leads to worse loan performance (Piskorski et al., 2015; Grin and

Maturana, 2016), it is unclear whether mortgage misrepresentation associated with gambling

preference leads to higher or lower default rates. Since gambling, in general, is associated

with negative outcomes, we conjecture that gambling-related misrepresentation will be as-

sociated with worse loan performance. We formalize this inference in Hypothesis 2:

Hypothesis 2 Second-lien misrepresented loans in higher levels of local gambling preference

counties are more likely to default.

To test the hypotheses, we include an interaction term between mortgage fraud measure

and gambling preference measure in the form of equation 1:

Yit = α + βMisrepresentationit + γCPRATIOct

+κMisrepresentationit × CPRATIOct + ϕXit + δs + ηt + λo + ϵ
(2)

where Yi is the default variable on loan i originated at time t, which equals one if the loan

becomes 90 days or more delinquent using MBA method and zero otherwise. For indepen-

dent variables, Misrepresentationit is the second-lien misrepresentation indicator on loan
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i originated at time t; CPRATIOct is the county level measure of gambling preference at

time t; Misrepresentationit ×CPRATIOct is the interaction term between mortgage fraud

measure and gambling preference measure; Xit includes loan i’s correctly reported simulta-

neous second, geographic controls, and loan characteristics at time t; δs is state x eects;

ηt is origination time xed eects for half year; λo is originator xed eects; ϵ is an error

term. Moreover, since our primary independent variable of interest (CPRATIO) is measured

at the county level, we also cluster heteroskedasticity-robust standard errors by county. All

continuous variables are winsorized at the 0.5 percent level and then standardized. We in-

clude control variables, xed eects, and standard error clustering in all specications, but

we gradually include the mortgage misrepresentation term, gambling preference term, and

the interaction term.

The results are reported in Table 6. In column (1), we include the mortgage fraud

measure only to see if second-lien misrepresentation aects loan performance in our sample.

Column (2) includes the gambling preference measure only to see if areas with high levels

of gambling preference also have high default rates. Column (3) includes both the mortgage

fraud measure and the gambling preference measure. Finally, we include the interaction term

between the mortgage fraud measure and the gambling preference measure in column (4) to

test whether second-lien misrepresentation associated with gambling preference aects the

default rate.

The coecient of second-lien misrepresentation, which is signicantly positive in all

columns, shows that mortgage loans with misreported second liens are more likely to default

than loans without simultaneous second liens. The coecient of correctly reported second

liens is also signicantly positive, consistent with the ndings in Grin and Maturana (2016).

The coecient of CPRATIO shows that areas with higher levels of gambling preference do

not necessarily have higher default rates. The eects of local gambling preference on de-

fault manifest through its inuence on second-lien misrepresentation. The coecient of the

interaction term is positive and statistically signicant, indicating that second-lien misrep-
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resented loans in counties with higher levels of local gambling preference are more likely to

become delinquent. Thus, gambling in mortgage applications likely leads to worse outcomes,

similar to other nancial settings.

Since we found that the eect of gambling preference on second-lien misrepresentation

may vary in subsamples in the previous section, we further investigate whether this variation

also exists for loan performance. The results presented in Table 7 show that the interaction

term is positive and statistically signicant in most subsamples. The insignicance in the

non-primary subsample is plausible because second-lien misrepresentation is not strongly

associated with gambling preference in this subsample. It also indicates that gambling to

misrepresent in this small subsample does not signicantly impact loan performance. In

contrast, although second-lien misrepresentation is not signicantly associated with gam-

bling preference in the renance and high FICO subsamples, the default rate is signicantly

associated with the interaction term between misrepresentation and gambling preference,

implying that gambling to misrepresent is indeed associated with worse loan performance in

these two subsamples. In general, these results indicate that gambling is usually associated

with worse outcomes.

5 Is this a borrower issue or lender issue?

While we nd a positive correlation between gambling preference and second-lien misrep-

resentation, an important question is whether this is primarily a borrower issue. Previous

studies examining second-lien misreporting in privately securitized loans show that both orig-

inators and underwriters play signicant roles in mortgage misrepresentation (Grin and

Maturana, 2016; Piskorski et al., 2015). They are likely aware of hidden second liens but still

misreport them. Additionally, by comparing lenders’ portfolio loans and privately securitized

mortgages, Yavas and Zhu (2024) provide strong evidence that second-lien misrepresentation

occurs in the early stages of intermediation by lenders rather than underwriters. As a result,
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the relationship we nd could be driven by dierences among lenders rather than borrowers.

To address this issue, we employ the setting of ease of securitization around a FICO score

of 620, as described by Keys et al. (2010). Due to the underwriting guidelines established by

government-sponsored enterprises, Fannie Mae and Freddie Mac, low documentation loans

made to borrowers with FICO scores of 620 or higher are much easier to securitize. Conse-

quently, lenders have lax screening standards for such loans, and a regression discontinuity

design could reveal an upward jump in the default rate for low documentation loans. Addi-

tionally, Grin and Maturana (2016) nd that the second-lien misrepresentation rate also

jumps at this cuto, implying that this type of misrepresentation is associated with lenders’

incentives to securitize the loan.

Utilizing this shock to lenders, we rst study the extent to which lenders facilitate

second-lien misrepresentation by comparing loans with misrepresented simultaneous seconds

to other types of loans. Specically, we examine the jumps in the number of loans and the

jumps in the default rate for all loans, loans without simultaneous seconds, loans with cor-

rectly reported simultaneous seconds, and loans with misrepresented simultaneous seconds.

If lenders specically facilitate second-lien misrepresentation, then the jump ratio in the

number of loans with misrepresented simultaneous seconds should be greater than for other

types of loans. Additionally, if such misrepresentation is caused by lenders’ screening eorts,

the jumps in the default rate for loans with misrepresented simultaneous seconds should be

signicantly positive. In contrast, if the jump ratio in the number of loans with misrepre-

sented simultaneous seconds is similar to or smaller than for other types of loans, lenders

do not specically facilitate second-lien misrepresentation but increase it with the increase

of other loans. If the jumps in the default rate for loans with misrepresented simultaneous

seconds are insignicant from zero, such misrepresentation is not mainly driven by lenders’

screening eorts.

Second, we explore whether the eect of gambling preference on second-lien misrep-

resentation is mainly driven by lenders’ dierences or borrowers’ preferences. Since the
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variation in second-lien misrepresentation related to gambling preference could come from

either lenders or borrowers, and the shock we employed is only for lenders, if the increase in

second-lien misrepresentation in high gambling preference areas is smaller, it indicates that

lenders play a smaller role in increasing misrepresentation in high gambling preference ar-

eas. This implies that the positive relationship between gambling preference and second-lien

misrepresentation is mainly attributed to borrowers. Specically, we examine the jumps in

the number of loans and the jumps in the default rate to understand how lender’s roles dier

across areas. If the eect of local gambling preference on second-lien misrepresentation is

mainly driven by lenders’ dierences (i.e., lenders make second-lien misrepresentation more

prevalent in high gambling preference areas), this shock to lenders would lead to dierent

outcomes between high and low gambling preference areas, favoring high gambling prefer-

ence areas (i.e., a greater increase in the number of loans with misrepresentation and a larger

increase in the default rate). In contrast, if the eect is mainly driven by borrower’s prefer-

ences, this shock to lenders would lead to less favorable results for high gambling preference

areas. In other words, a smaller increase in the number of misrepresented loans and the de-

fault rates of misrepresented loans in high gambling preference areas indicates that lenders

did not facilitate more misrepresentation in such areas.

We take RDD approach using local linear regressions. The credit scores are normalized

as follows:

C = Credit Score− Threshold (3)

where Threshold is 620 for low documentation loans. Then, we dene D to distinguish

credit scores that are over or below the threshold as follows:

D =





1, if C ≥ 0

0, otherwise
(4)

To dierentiate the eect between high and low local gambling preference areas, we
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dene high local gambling preference ares:

G =





1, if CPRATIO ≥ 1.2921

0, otherwise
(5)

We use 1.2921 as the cuto for two reasons16. First, only 10 percent of county-years

in our sample have a CPRATIO greater than or equal to 1.2921, indicating that areas with

such a CPRATIO indeed have a high local gambling preference. Second, about half of all

loans in our sample are originated in these areas, making our ndings about high and low

gambling preference areas comparable.

To apply the RDD approach using local linear regressions, we choose a bandwidth of 10,

which corresponds to a FICO score range of 610 to 630. We selected this window because

it ensures that no other jumps are found in the literature17 and it is close to the optimal

bandwidth generated by a data-driven bandwidth selection method18 (Calonico et al., 2020).

We use the xed bandwidth rather than the optimal bandwidth so that the RDD results

in dierent cases are comparable19. For the default rate and number of loans in high and

low gambling preference areas, we estimate the four cases separately using the following

specication:

Y = α + βD + γC + δD × C + ϵ (6)

where Y is the default dummy variable for loan i originated at time t or the number of

loans at each FICO score. In our baseline model, we use uniform kernel for estimation.

Finally, to calculate the dierence in the discontinuities (di-in-disc) between high and

low gambling preference areas, we follow Dickert-Conlin and Elder (2010) and Grembi et al.

(2016) to estimate the following model:

16We also tried other reasonable cutos, such as 1, and the results are robust.
17For example, FICO scores of 600 and 660 could be other potential cutos for jumps.
18The optimal bandwidth for the number of all loans is 10.50.
19Using the optimal bandwidth does not aect our ndings.
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Y = β0 + β1D + β2C + β3D × C + β4G+ β5G× C + β6G×D + β7G× C ×D + ϵ (7)

where β6 is the parameter that measures the dierence in the discontinuity in Yit at credit

score cuto for high versus low gambling preference areas. When we apply this equation to

calculate the dierence in jump ratios between high and low gambling preference areas,

we rst rescale the data to obtain the t-statistics. We divide the data in high gambling

preference areas by the estimated value at FICO 620− in those areas. Similarly, we divide

the data in low gambling preference areas by their corresponding estimated value at FICO

620−. After this rescaling, the discontinuity estimated in high or low gambling preference

areas can be directly interpreted as a multiple of its corresponding estimated value at FICO

620−. The dierence between the two discontinuities represents the dierence in jump ratios

between high and low gambling preference areas.

We rst look at the jumps in the number of loans and the jumps in the default rate in

all areas, examining the pattern of second-lien misrepresentation given a shock to lenders.

Panel A of Table 8 presents the results for jumps in the total number of loans, loans without

simultaneous seconds, loans with correctly reported simultaneous seconds, and loans with

misrepresented simultaneous seconds. Overall, the total number of low-documentation loans

doubles from 620− to 620+, consistent with the ndings in Keys et al. (2010). Loans with

simultaneous seconds increase more than those without, whether correctly reported or mis-

represented. This shows that the ease of securitization is indeed applicable to such loans.

Moreover, the jump ratio of misrepresented simultaneous seconds is less than the jump ratio

of correctly reported simultaneous seconds, indicating that lenders do not facilitate second-

lien misrepresentation more than they do correctly reported seconds. Panel B further looks

at the jumps in the default rate, which reects the laxity of lender screening. Consistent

with previous literature, there is a jump of 0.037 in the default rate for all loans, indicating
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overall reduced screening for 620+ loans. This lax screening is primarily observed in loans

with correctly reported simultaneous seconds, with a jump of 0.108. For the loans with

misrepresented simultaneous seconds, the jump in the default rate is small and insignicant

(0.014), indicating a minor reduction in screening. These ndings illustrate that lenders

facilitate loans with simultaneous second liens, not limited to misrepresenting seconds, and

that lenders’ screening eort is not the main factor driving second-lien misrepresentation.

After looking at the jumps in all areas, we further explore the patterns between high

and low gambling preference areas to determine whether it is the eect of lenders’ dierences

or borrowers’ preferences. Table 9 shows the results for the number of loans in Panel A and

the results for default rates in Panel B. For the number of loans, the magnitude of increases

is similar between high and low gambling preference areas for all loans, loans without simul-

taneous seconds, and loans with correctly reported simultaneous seconds. This indicates no

systematic dierence between high and low gambling preference areas in ease of securitiza-

tion. In contrast, the magnitude of the increase in the number of loans with misrepresented

seconds in high gambling preference areas is much smaller than in low gambling preference

areas. Given that the ease of securitization is a shock to lenders (Keys et al., 2010) and

lenders facilitate misrepresentation with the objective of securitization (Grin and Matu-

rana, 2016), this result suggests that lenders do not play a larger role in increasing second-lien

misrepresentation in high gambling preference areas20. For default rates, the jumps between

high and low gambling preference in all types of loans do not show signicant dierences.

Additionally, for loans with misrepresented simultaneous seconds, the jump in high gambling

preference areas (0.001) is smaller than in low gambling preference areas (0.052), although

not signicant. This suggests that lenders in high gambling preference areas are not more

likely to facilitate misrepresentation by having laxer screening in such areas. Therefore,

20Since borrowers play a larger role in increasing second-lien misrepresentation in high gambling preference
areas, lenders’ eect in increasing the number is more limited, making the magnitude of the jump smaller.
In contrast, since borrowers play a smaller role in increasing second-lien misrepresentation in low gambling
preference areas, lenders’ eect in increasing the number is less limited, making the magnitude of the jump
bigger
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combined with the evidence from the number of loans, these ndings suggest that lenders

in high gambling preference areas are not more inclined to increase such misrepresentation

than lenders in low gambling preference areas. The ndings support the notion that the

higher likelihood of second-lien misrepresentation in high gambling preference areas is more

likely due to borrower preferences rather than lender dierences.

6 Robustness

6.1 Alternative Measures of Default

Borrowers can default on their mortgages for various reasons over dierent time horizons.

Our measure of default uses the MBA method of delinquency for 90 days or more and is

restricted to the rst three years after origination. By adjusting the denition to be more

restricted (fewer default cases) or less restricted (more default cases), we can investigate

whether the eect found in section 4 is generally applicable. Therefore, we consider the fol-

lowing default measures: 90 days or more delinquency using the MBA method in the rst two

years after origination (more restricted), 60 days or more delinquency using the MBA method

in the rst three years after origination (less restricted), and bankruptcy/foreclosure/REO

in the rst three years after origination (more restricted).

Table 10 presents the results of dierent default measures. We also include the results

of the original measure in column (1). The signicance of second-lien misrepresentation and

its interaction with CPRATIO are robust. Additionally, when the default measure is less re-

stricted, the eect of mortgage fraud is greater. The eect of gambling preference-associated

mortgage misrepresentation is also greater when the default measure is less restricted.

6.2 Nonlinear Model

The results in the previous sections are estimated using a linear probability model (OLS). To

ensure our ndings are not driven by this modeling choice, we also use a nonlinear specica-
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tion (probit) for inference. We present the marginal eects of CPRATIO in Table 11. Since

we control for simultaneous second liens in the regression, the probit model drops all obser-

vations without simultaneous seconds due to perfect failure prediction of misrepresentation.

The marginal eects of CPRATIO remain signicant.

6.3 Causal Forest and Causality

To enhance the causal inference between gambling preference and mortgage misrepresenta-

tion and to explore the heterogeneous treatment eects of mortgage misrepresentation on

mortgage default conditioned on gambling preference, we employ the causal forest approach

proposed by Wager and Athey (2018). This method uses an augmented inverse propensity-

weighted estimator with the random forest method in machine learning, incorporating an

honesty condition. It provides double robustness (compared to propensity score matching)

and high eciency for high-dimensional models (compared to nearest-neighbor matching) in

observational settings21. This approach has also been used in nance, such as in Rampini

and Viswanathan (2022) for secured debt and Gulen et al. (2021) for corporate nance, and

has shown better performance than traditional causal inference designs (Gulen et al., 2021)

in terms of accuracy.

We rst use this approach to investigate the causality between gambling preference and

mortgage misrepresentation. In the causal forest approach, we set mortgage misrepresen-

tation as the outcome and CPRATIO as the treatment. We use all control variables from

Table 4 as matching variables to help grow trees and forests22. All continuous variables,

including CPRATIO, are winsorized at the 0.5 percent level and then standardized. Since

xed eects are not applicable in this approach, we create a variable for half-year periods,

starting from the rst half of 2005 as 1, to account for potential time eects. Similar to

Athey and Wager (2019), who cluster observations by school ID, we cluster observations

21See Wager and Athey (2018) for statistical illustration. See Athey and Wager (2019) for an example
application.

22We require observations to be non-missing for all variables.
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by state but give each unit the same weight so that larger clusters receive more weight23.

By using such cross-tting, our results do not solely come from any single state, but states

with a greater number of observations do have greater weights. To balance computational

capacity and the accuracy of condence intervals, we grow 2000 trees for the forest, which

is also the default setting in Athey and Wager (2019). For the honesty property, we use the

default splitting fraction: for each sample, we use 50 percent of the data for splitting and

the remaining data for estimation. Table 12 shows the results using the causal forest. The

coecients in the regressions of second-lien misrepresentation remain signicant, and the

magnitude is similar to those estimated by OLS.

Second, we study the heterogeneous treatment eects of mortgage misrepresentation

on default conditioned on dierent levels of gambling preference. We set default as the

outcome and mortgage misrepresentation as the treatment. Except for adding CPRATIO to

the matching variable matrix, the other matching variables and clustering variables are the

same as those in the above causal forest regressions. For the same considerations, we also

grow 2000 trees for the forest and use 50 percent of the data in each sample for splits. After

estimating the causal forest, the average treatment eects of mortgage misrepresentation on

default are calculated for each quarter of the sample sorted by CPRATIO. Figure 3 shows

the results for second-lien misrepresentation. The treatment eects are generally larger when

CPRATIO is greater, which is consistent with the results from the OLS model.

6.4 Di-in-disc concerns

To validate our application of the di-in-disc approach in comparing the number of loans

and default rates between high and low gambling preference areas, we address the following

concerns.

According to Grembi et al. (2016), the validity of the di-in-disc approach depends on

23Due to the limitation of the grf package in R, which requires the matching variables to be numerical, we
do not create a numerical variable for originators to avoid falsely treating closer values as shorter distances.
We also do not cluster observations by originator because the large number of originators would excessively
increase the computational burden.
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three assumptions. First, all potential outcomes must be continuous around the cuto. In

our setting, this means no manipulation of FICO scores around the cuto point of 620. Since

the data on the distribution of FICO scores in the U.S. population is not available to us, we

argue this assumption by referencing the ndings in Keys et al. (2010). They found that the

distribution of FICO scores across the population is smooth using data from an anonymous

credit bureau. Additionally, by exploring the reversal of anti-predatory lending laws in

Georgia and New Jersey, they found that borrowers were either unaware of the dierential

screening around the threshold or unable to quickly manipulate their FICO scores24.

Second, in the absence of treatment, the eect of the confounding policy around the

cuto is constant over the ”di” part. To fulll this assumption, we check whether the pattern

holds for full documentation loans around FICO 620, which have no treatment but similar

confounding factors. Table 13 shows the results for the number of loans (panel A) and default

rate (panel B) estimated using full-documentation loans. For full-documentation loans, the

number of loans shows a minimal jump, and the dierence between high and low gambling

preference areas is slight. This evidence indicates that without the ease of securitization,

having a FICO score below or above 620 would not cause the number of loans to increase

dierently between high and low gambling preference areas. Additionally, there is no jump

in the default rate for all types of loans, and the dierence in the increase of the default

rate between high and low gambling preference areas is minor. These ndings illustrate that

without the ease of securitization, lenders do not have lax screening standards for any type

of loan and do not screen dierently between high and low gambling preference areas.

Third, the eect of the treatment around the cuto does not depend on the confounding

policy. This assumption states that there should be no interaction between the treatment and

the confounding policy. In other words, the pre-determined outcomes and covariates should

have similar jumps (or no jumps) between high and low gambling preference areas. We test

this assumption by estimating equation 7 with pre-determined outcomes and covariates as the

24According to the rating agency (Fair Isaac), strategic manipulation of FICO scores is dicult.

26



dependent variable and also add other control variables in the regression. We choose the same

bandwidth (10) and kernel (uniform) as the main tests. The results are reported in Table 14.

Column (1) presents the results of loan characteristics, showing that most characteristics have

similar jumps between high and low gambling preference areas. The proportions of negative

amortization and second-home loans are signicant, but we argue that this does not aect

our conclusion for several reasons. First, although the absolute jump magnitude is dierent,

the ratio of 620+ to 620− is close, i.e., negative amortization jumps from 6.74/2.97 percent

to 15.82/6.61 percent (2.35/2.23 times) in high/low gambling preference areas. Second, the

proportion of these specic loans is too low to have a meaningful eect on the number of

loans with misrepresentation and the default rate (i.e., in this local range, second homes

make up only 1.2 percent of all loans and only 0.6 percent of misrepresented loans). Column

(2) reports the results of borrower characteristics, showing that most characteristics have

similar jumps between high and low gambling preference areas. The ratios of older people,

minorities, and the male-female ratio are signicant, but their inuence is minor because the

magnitude is too small, i.e., the average proportion of older people, the male-female ratio,

and minorities in the local range are 12.2 percent, 28.89 percent, and 0.96 percent, while the

dierences are only 0.319 percent, -0.534 percent, and 0.003 percent, respectively.

Beyond these three assumptions, we also check whether the ndings are sensitive to the

inclusion of control variables, the choice of bandwidth, and the choice of estimation kernel.

We estimate models with and without covariates, choosing bandwidths of 8, 10, and 12,

and using uniform or triangular kernels. Table 15 reports the ratio of estimated values at

FICO 620+ to 620− for the number of loans25. The magnitude of jumps is similar to the

baseline results: the number of dierent types of loans increases signicantly due to the

ease of securitization, and the jump for loans with misrepresented seconds is smaller in high

gambling preference areas than in low gambling preference areas. These results conrm the

robustness of the ndings that lenders do not play a larger role in increasing second-lien

25Since the number of loans is counted at the level of gambling preference areas while control variables
are at the level of counties, control variables could not be included in the tests.
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misrepresentation in high gambling preference areas. Table 16 shows that the default rate of

loans with misrepresented seconds is small and insignicant in all cases. Moreover, although

not signicant, the jump in high gambling preference areas is smaller than the jump in low

gambling preference areas in most cases. These robustness tests show that lenders in high

gambling preference areas are not more inclined to increase such misrepresentation than

lenders in low gambling preference areas.

Lastly, we conduct a placebo test to evaluate the possibility that our results are driven

by chance. Specically, following Goodman and Mayer (2018), we implement the di-in-

disc estimations at false FICO score thresholds below and above 620. Our inferences on

the lender’s role come from two ndings from the di-in-disc estimations: (1) the number

of loans with misrepresented seconds increases much less in high gambling preference areas

at FICO 620, and (2) the default rate of loans with misrepresented seconds either shows a

small and insignicant jump in high gambling preference areas or a jump that is smaller in

high gambling preference areas than in low gambling preference areas. Thus, at these false

thresholds, we expect to nd (1) no systematic dierence in the increase of the number of

loans with misrepresented seconds between high and low gambling preference areas as in our

baseline results, and (2) no situation where the default rate of loans with misrepresented

seconds shows a meaningful upward jump in high gambling preference areas and a jump

that is larger in high gambling preference areas than in low gambling preference areas. To

maintain a similar setting and avoid potential jumps in the misrepresentation rate found in

the literature, we conduct the tests within the range of 601 to 63926. For the number of

loans, we exclude the range of 615 to 625 to stay suciently away from the true threshold

that could cause noise in jump estimation. Figure 4 plots the cumulative density function of

the 28 placebo point estimates for the number of loans with misrepresented seconds. All of

the placebo coecients are greater than our estimated coecient (-2.063) and smaller than

the absolute value of our estimated coecient with a small magnitude. We also perform

26From Figure 3 in Grin and Maturana (2016) about the misrepresentation rate, we can see clear jumps
at FICO 600 and 640.
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a t-test on the placebo coecients to check the null hypothesis that the true mean equals

0, and the p-value of this test is 0.819, which fails to reject the null hypothesis. These

placebo tests support the idea that the dierence in discontinuities for the number of loans

with misrepresented seconds between high and low gambling preference areas is not due to

chance. For the default rate, we only exclude the true threshold since no jump exists at the

true threshold, so estimations at the scores near it would not be aected. Figure 5 plots

the cumulative density function of the placebo point estimates for the default rate of loans

with misrepresented seconds. Most placebo coecients are smaller than the absolute value

of our estimated coecient (0.052). The larger ones are also insignicant, and they show

an insignicant small jump in high gambling preference areas. The t-test on the placebo

coecients that checks whether the true mean equals 0 provides a p-value of 0.638. These

placebo tests support the idea that lenders did not have laxer screening in high gambling

preference areas.

7 Conclusion

Mortgage fraud is a severe issue in economics and signicantly contributed to the 2008

nancial crisis. Beyond rational factors, such as common loan characteristics and household

features, we show that behavioral biases also play a signicant role in mortgage applications.

Using a religion-based proxy for local gambling preferences, we nd that second-lien mis-

representation is more likely to occur in areas with higher levels of local gambling preference.

Additionally, the eect of such mortgage fraud on loan performance is amplied in areas with

higher levels of gambling preference. By applying RDD and di-in-disc approaches, we fur-

ther conrm that it is more likely a borrower issue rather than a lender issue. Therefore,

we conclude that gambling preference, as a behavioral bias that aects many other nancial

markets, also plays a crucial role when borrowers commit mortgage fraud. Our ndings

encourage further work on behavioral theoretical models to explain the trade-o between
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benets and costs when households make decisions in the mortgage market.
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Table 1
Variable Denitions

Variable name Denition

Mortgage misrepresentation
Second-lien misrepresentation Indicator that equals one if the borrower misrepresented second-lien

on the loan application
Gambling preference and
religiosity
CPRATIO Ratio of the county’s Catholic residents to Protestant residents
REL Proportion of the county population that are religious adherents
Geographic controls
HPA Zip code house price appreciation in the two years prior to loan

origination year. County level data used if zip code index is not
available

Education Proportion of the county population over age 25 that has completed
a bachelor’s degree or higher

Married Proportion of the county population over age 15 that is married
Income Natural logarithm of the zip code level median household income
Urban Proportion of the county population that lives in urban area
Total population Natural logarithm of the county total population
Over65 Proportion of the county population over age 65
Male-female ratio Ratio of the county’s male residents to female residents
Minority Proportion of the county non-white residents
Loan characteristics
Interest rate Loan interest rate at origination
FICO Natural logarithm of borrower’s FICO credit score at loan origination
Balance Natural logarithm of the initial loan balance
LTV Loan-to-value ratio at loan origination
ARM Indicator that equals one if the loan is an adjustable rate mortgage
Option ARM Indicator that equals one if the loan has an ARM convertibility clause
Negative amortization Indicator that equals one if the loan allows negative amortization
Low or no doc. Indicator that equals one if the loan is originated with no or limited

documentation
Prepayment penalty Indicator that equals one if the loan would be assessed a penalty on

any early voluntary prepayment
Cash-out Indicator that equals one if the loan purpose is cash out renancing
No-cash-out Indicator that equals one if the loan purpose is no cash out renancing
Investment Indicator that equals one if the loan occupancy status is investment
Second-home Indicator that equals one if the loan occupancy status is second-home
Default Indicator that equals one if the loan becomes 90 days or more

delinquent using MBA method in the rst three years after origination

The table reports the variable denitions used in the empirical analysis part.
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Table 2
Descriptive Statistics

N Mean SD P10 P25 P50 P75 P90

Simultaneous second liens (loan level)
Misrepresented (%) 3031921 7.15 25.76
Correct presented (%) 3031921 13.91 34.61
All (%) 3031921 21.06 40.77
Loan characteristis (loan level)
Interest rate (%) 3026958 6.41 2.12 2.75 5.88 6.50 7.55 8.75
FICO 2993630 681.78 72.60 578.00 632.00 688.00 739.00 776.00
Balance (ln) 3031921 12.40 0.73 11.44 11.87 12.40 12.98 13.31
LTV (%) 3031921 74.82 13.34 56.65 70.00 80.00 80.00 90.00
ARM (%) 3031921 58.87 49.21
Option ARM (%) 3031921 0.24 4.84
Negative amortization (%) 3031921 13.58 34.26
Low or no doc. (%) 3031921 65.42 47.56
Prepayment penalty (%) 3031921 40.99 49.18
Cash-out (%) 3031921 40.66 49.12
No-cash-out (%) 3031921 14.73 35.44
Investment (%) 3031921 10.27 30.36
Second-home (%) 3031921 3.55 18.49
Default (%) 3014278 23.51 42.40
Geographic characteristics (county-year level)
CPRATIO 8716 0.51 0.88 0.01 0.04 0.19 0.54 1.29
REL (%) 8716 59.59 17.64 36.62 45.90 58.51 72.42 89.21
Geographic characteristics (county-month level)
unemployment (%) 71156 5.14 1.73 3.20 3.90 4.90 6.00 7.50
Geographic characteristics (county level)
Education (%) 3035 16.64 7.51 9.70 11.20 14.40 19.30 26.60
Married (%) 3035 60.39 5.10 53.90 57.90 61.30 63.90 66.00
Urban (%) 3035 40.62 30.54 0.00 12.93 40.32 64.65 84.67
Total population (ln) 3035 10.49 1.11 9.52 9.52 10.15 11.05 12.09
Over65 (%) 3035 14.71 4.05 9.90 12.10 14.40 17.00 20.00
Male-female ratio 3035 0.98 0.06 0.92 0.94 0.97 1.00 1.05
Minority (%) 3035 15.32 15.80 2.02 3.34 8.71 22.96 37.90
Geographic characteristics (zipcode-year level)
HPA 76535 18.45 14.28 4.23 7.55 13.93 26.56 39.99
Geographic characteristics (zipcode level)
Income (ln) 26517 10.57 0.34 10.17 10.34 10.53 10.77 11.02

The table presents descriptive statistics for the variables used in our study, covering the sample period
from 2005 to 2007. For all continuous variables, we report the number of observations, mean, standard
deviation, 25th percentile, 50th percentile, and 75th percentile. For all dummy variables, we report
the number of observations, mean, and standard deviation. The variables are winsorized at the 0.5
percent level. (ln) indicates that the value of the variable is the natural logarithm of the original
value. (%) indicates that the value of the variable is expressed as a percentage.
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Table 4
Gambling Preference and Second-lien Misrepresentation

(1) (2) (3) (4) (5) (6) (7)
CPRATIO 0.0012*** 0.0023*** 0.0023*** 0.0022*** 0.0016*** 0.0012** 0.0009**

(0.0005) (0.0005) (0.0003) (0.0005) (0.0003) (0.0006) (0.0004)
Simul. Second 0.3396*** 0.3408*** 0.3370*** 0.3388*** 0.3098*** 0.3105*** 0.3131***

(0.0020) (0.0019) (0.0019) (0.0018) (0.0019) (0.0019) (0.0019)
REL -0.0019*** -0.0015*** -0.0012*** -0.0004 -0.0001

(0.0006) (0.0005) (0.0004) (0.0004) (0.0003)
Unemployment 0.0041*** 0.0035*** 0.0018*** 0.0051*** -0.0006

(0.0007) (0.0007) (0.0005) (0.0009) (0.0005)
HPA -0.0071*** -0.0050*** -0.0008 -0.0034*** 0.0017***

(0.0010) (0.0008) (0.0006) (0.0005) (0.0005)
Education 0.0004 0.0011** 0.0003 0.0015*** 0.0002

(0.0006) (0.0005) (0.0004) (0.0005) (0.0003)
Married 0.0006 -0.0000 0.0004 0.0004 -0.0000

(0.0006) (0.0006) (0.0004) (0.0005) (0.0003)
Income -0.0003 -0.0002 -0.0004* -0.0004 -0.0004*

(0.0003) (0.0003) (0.0002) (0.0003) (0.0002)
Urban 0.0005 -0.0000 0.0000 -0.0009** -0.0003

(0.0005) (0.0004) (0.0003) (0.0004) (0.0003)
Total population 0.0026*** 0.0028*** 0.0025*** 0.0039*** 0.0009**

(0.0009) (0.0008) (0.0006) (0.0005) (0.0004)
Over65 0.0035*** 0.0036*** 0.0018*** 0.0001 0.0005*

(0.0005) (0.0004) (0.0003) (0.0004) (0.0003)
Male-female ratio 0.0003 0.0005 0.0011*** -0.0000 -0.0001

(0.0006) (0.0005) (0.0004) (0.0004) (0.0003)
Minority -0.0006 -0.0006 0.0001 -0.0020*** 0.0005

(0.0008) (0.0007) (0.0005) (0.0007) (0.0004)
Interest rate -0.0127*** -0.0119*** -0.0121*** -0.0113*** -0.0073***

(0.0005) (0.0004) (0.0006) (0.0005) (0.0004)
FICO -0.0092*** -0.0093*** -0.0071*** -0.0072*** -0.0062***

(0.0004) (0.0004) (0.0004) (0.0004) (0.0004)
Balance -0.0005 0.0011*** 0.0030*** 0.0027*** 0.0048***

(0.0004) (0.0004) (0.0002) (0.0003) (0.0002)
LTV 0.0040*** 0.0036*** 0.0056*** 0.0058*** 0.0056***

(0.0004) (0.0004) (0.0003) (0.0003) (0.0003)
ARM 0.0022*** 0.0017** 0.0121*** 0.0114*** 0.0088***

(0.0008) (0.0009) (0.0008) (0.0008) (0.0006)
Negative amortization -0.0301*** -0.0281*** -0.0151*** -0.0130*** -0.0043***

(0.0013) (0.0013) (0.0020) (0.0018) (0.0012)
Option ARM -0.0486*** -0.0492*** -0.0433*** -0.0427*** -0.0227***

(0.0031) (0.0032) (0.0046) (0.0046) (0.0049)
Prepayment penalty -0.0093*** -0.0086*** -0.0096*** -0.0106*** -0.0081***

(0.0008) (0.0009) (0.0008) (0.0008) (0.0008)
Low or no doc. -0.0027*** -0.0023*** -0.0069*** -0.0072*** -0.0080***

(0.0006) (0.0005) (0.0005) (0.0005) (0.0004)
Cash-out 0.0178*** 0.0182*** 0.0182*** 0.0180*** 0.0182***

(0.0006) (0.0006) (0.0005) (0.0005) (0.0006)
No-cash-out 0.0151*** 0.0144*** 0.0151*** 0.0153*** 0.0158***

(0.0010) (0.0010) (0.0007) (0.0007) (0.0007)
Investment 0.0232*** 0.0234*** 0.0256*** 0.0252*** 0.0258***

(0.0010) (0.0011) (0.0009) (0.0009) (0.0009)
Second-home 0.0108*** 0.0106*** 0.0138*** 0.0138*** 0.0157***

(0.0012) (0.0011) (0.0010) (0.0010) (0.0010)
Originator FE N N N N Y Y Y
State FE N N N N N Y Y
Half-year FE N N N N N N Y
Observations 3,031,921 2,907,303 2,991,961 2,869,014 2,384,686 2,384,686 2,384,686
Adj. R2 0.289 0.291 0.282 0.284 0.313 0.313 0.318

The table shows OLS estimates from regressions where the dependent variable takes a value of one if the loan is recognized as
second-lien misrepresented and zero otherwise. Specic xed eects are used if indicated by Y and not used if indicated by
N. Variables are dened in Table 1. All continuous variables are winsorized at the 0.5 percent level and then standardized.
Standard errors clustered at the county level are reported in parentheses. *p < 0.10, **p < 0.05, and ***p < 0.01.
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Table 5
Gambling Preference and Second-lien Misrepresentation - Subsamples

(1) (2) (3) (4) (5) (6)
Primary Non-primary Purchase Renance High FICO Low FICO

CPRATIO 0.0009** 0.0005 0.0014** 0.0004 0.0007 0.0014***
(0.0004) (0.0007) (0.0007) (0.0003) (0.0006) (0.0005)

Simul. Second 0.3032*** 0.4117*** 0.2775*** 0.3831*** 0.2823*** 0.3581***
(0.0020) (0.0062) (0.0018) (0.0032) (0.0025) (0.0019)

REL -0.0001 -0.0003 -0.0004 0.0001 -0.0007* 0.0003
(0.0003) (0.0006) (0.0005) (0.0002) (0.0004) (0.0004)

Unemployment -0.0006 -0.0008 -0.0007 -0.0000 -0.0011* -0.0001
(0.0005) (0.0006) (0.0009) (0.0003) (0.0006) (0.0005)

HPA 0.0017*** -0.0000 0.0021** 0.0019*** 0.0021*** 0.0021***
(0.0006) (0.0007) (0.0010) (0.0004) (0.0007) (0.0008)

Education 0.0003 -0.0013** 0.0002 0.0002 -0.0002 0.0007*
(0.0003) (0.0005) (0.0006) (0.0002) (0.0004) (0.0004)

Married 0.0001 -0.0007 0.0002 -0.0002 0.0003 -0.0008**
(0.0004) (0.0005) (0.0006) (0.0002) (0.0005) (0.0004)

Income -0.0010** 0.0017** -0.0003 -0.0004** -0.0001 -0.0008**
(0.0003) (0.0004) (0.0004) (0.0002) (0.0003) (0.0004)

Urban -0.0004 0.0013** -0.0000 -0.0004** 0.0003 -0.0009**
(0.0003) (0.0006) (0.0006) (0.0002) (0.0005) (0.0004)

Total population 0.0010** -0.0008 0.0018** 0.0007** 0.0014** 0.0005
(0.0004) (0.0008) (0.0007) (0.0003) (0.0006) (0.0007)

Over65 0.0005 0.0003 -0.0001 0.0004** 0.0002 0.0004
(0.0003) (0.0005) (0.0004) (0.0002) (0.0003) (0.0003)

Male-female ratio -0.0001 0.0007 -0.0001 0.0003 0.0005 -0.0004
(0.0003) (0.0005) (0.0005) (0.0002) (0.0003) (0.0003)

Minority 0.0006 -0.0006 0.0007 0.0002 0.0007 0.0002
(0.0005) (0.0007) (0.0008) (0.0003) (0.0006) (0.0005)

Interest rate -0.0088*** -0.0000 -0.0157*** -0.0015*** -0.0027*** -0.0128***
(0.0004) (0.0007) (0.0008) (0.0003) (0.0004) (0.0005)

FICO -0.0063*** -0.0043*** -0.0124*** -0.0023*** -0.0028*** -0.0141***
(0.0004) (0.0004) (0.0007) (0.0003) (0.0004) (0.0006)

Balance 0.0052*** 0.0019*** 0.0061*** 0.0016*** 0.0047*** 0.0032***
(0.0003) (0.0004) (0.0004) (0.0002) (0.0003) (0.0004)

LTV 0.0050*** 0.0090*** 0.0172*** 0.0010*** 0.0026*** 0.0132***
(0.0003) (0.0004) (0.0007) (0.0002) (0.0002) (0.0006)

ARM 0.0116*** -0.0153*** 0.0191*** 0.0009*** 0.0093*** 0.0025***
(0.0007) (0.0011) (0.0012) (0.0003) (0.0009) (0.0005)

Negative amortization -0.0094*** 0.0315*** -0.0247*** 0.0051*** 0.0070*** -0.0087***
(0.0014) (0.0019) (0.0026) (0.0007) (0.0013) (0.0013)

Option ARM -0.0253*** -0.0107** -0.0562*** -0.0061** -0.0305*** -0.0084
(0.0055) (0.0053) (0.0096) (0.0029) (0.0052) (0.0051)

Prepayment penalty -0.0076*** -0.0088*** -0.0102*** -0.0047*** -0.0126*** -0.0110***
(0.0010) (0.0009) (0.0016) (0.0005) (0.0010) (0.0010)

Low or no doc. -0.0094*** -0.0089*** -0.0084*** -0.0040*** -0.0065*** -0.0018**
(0.0005) (0.0009) (0.0011) (0.0003) (0.0006) (0.0007)

Cash-out 0.0148*** 0.0308*** 0.0238*** 0.0176***
(0.0006) (0.0010) (0.0007) (0.0007)

No-cash-out 0.0134*** 0.0264*** 0.0166*** 0.0148***
(0.0007) (0.0011) (0.0007) (0.0011)

Investment 0.0256*** 0.0192*** 0.0235*** 0.0316***
(0.0012) (0.0007) (0.0010) (0.0008)

Second-home 0.0169*** 0.0102*** 0.0149*** 0.0196***
(0.0013) (0.0008) (0.0008) (0.0020)

Originator FE Y Y Y Y Y Y
State FE Y Y Y Y Y Y
Half-year FE Y Y Y Y Y Y
Observations 2,080,350 303,675 1,020,629 1,363,053 1,324,342 1,059,862
Adj. R2 0.311 0.418 0.315 0.383 0.298 0.357

The table shows OLS estimates from regressions where the dependent variable takes a value of one if the loan
is recognized as second-lien misrepresented and zero otherwise. We divide the whole sample in several ways:
primary or non-primary (columns (1) and (2)), purchase or renance (columns (3) and (4)), and high or low
credit score (columns (5) and (6)). The high or low credit score subsamples are divided by a FICO score of
670. Variables are dened in Table 1. All continuous variables are winsorized at the 0.5 percent level and then
standardized. All specications include state, half-year, and originator xed eects. Standard errors clustered
at the county level are reported in parentheses. *p < 0.10, **p < 0.05, and ***p < 0.01.
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Table 6
Eect of Gambling Preference Associated Second-lien Misrepresentation on Delin-
quency

(1) (2) (3) (4)
Misrepresented 0.120*** 0.120*** 0.121***

(0.004) (0.004) (0.003)
CPRATIO -0.001 -0.001 -0.002

(0.004) (0.004) (0.004)
Misrepresented*CPRATIO 0.014***

(0.002)
Correctly reported 0.142*** 0.127*** 0.142*** 0.141***

(0.007) (0.007) (0.007) (0.007)
REL -0.009*** -0.009*** -0.009*** -0.009***

(0.004) (0.003) (0.003) (0.003)
Unemployment 0.006* 0.005* 0.006* 0.006*

(0.003) (0.003) (0.003) (0.003)
HPA 0.046*** 0.047*** 0.046*** 0.046***

(0.004) (0.004) (0.004) (0.004)
Education 0.004 0.003 0.004 0.004

(0.003) (0.003) (0.003) (0.003)
Married 0.013*** 0.013*** 0.013*** 0.013***

(0.003) (0.003) (0.003) (0.003)
Income -0.012*** -0.012*** -0.012*** -0.012***

(0.002) (0.002) (0.002) (0.002)
Urban 0.007* 0.007* 0.007* 0.007*

(0.004) (0.004) (0.004) (0.004)
Total population 0.000 0.001 0.000 0.000

(0.006) (0.006) (0.006) (0.006)
Over65 0.003 0.003 0.003 0.003

(0.003) (0.003) (0.003) (0.003)
Male-female ratio -0.002 -0.002 -0.002 -0.002

(0.003) (0.003) (0.003) (0.003)
Minority 0.005 0.005 0.005 0.005

(0.004) (0.004) (0.004) (0.004)
Interest rate 0.033*** 0.032*** 0.033*** 0.033***

(0.001) (0.001) (0.001) (0.001)
FICO -0.094*** -0.093*** -0.094*** -0.094***

(0.002) (0.002) (0.002) (0.002)
Balance 0.023*** 0.021*** 0.023*** 0.023***

(0.002) (0.002) (0.002) (0.002)
LTV 0.052*** 0.053*** 0.052*** 0.052***

(0.002) (0.002) (0.002) (0.002)
ARM 0.040*** 0.044*** 0.040*** 0.040***

(0.002) (0.002) (0.002) (0.002)
Negative amortization 0.037*** 0.029*** 0.037*** 0.037***

(0.004) (0.003) (0.004) (0.004)
Option ARM 0.047*** 0.044*** 0.047*** 0.048***

(0.007) (0.007) (0.007) (0.007)
Prepayment penalty 0.055*** 0.058*** 0.055*** 0.055***

(0.002) (0.002) (0.002) (0.002)
Low or no doc. 0.054*** 0.053*** 0.054*** 0.054***

(0.002) (0.002) (0.002) (0.002)
Cash-out -0.025*** -0.036*** -0.025*** -0.025***

(0.002) (0.002) (0.002) (0.002)
No-cash-out 0.010*** 0.003 0.010*** 0.010***

(0.004) (0.004) (0.004) (0.004)
Investment 0.045*** 0.040*** 0.045*** 0.045***

(0.004) (0.004) (0.004) (0.004)
Second-home 0.008** 0.003 0.008** 0.008**

(0.003) (0.003) (0.003) (0.003)
Originator FE Y Y Y Y
State FE Y Y Y Y
Half-year FE Y Y Y Y
Observations 2,383,444 2,383,444 2,383,444 2,383,444
Adj. R2 0.225 0.221 0.225 0.225

The table shows OLS estimates from regressions where the dependent variable
takes a value of one if the loan becomes 90 days or more delinquent using the
MBA method in the rst three years after origination and zero otherwise. All
continuous variables are winsorized at the 0.5 percent level and then standardized.
All specications include state, half-year, and originator xed eects. Standard
errors clustered at the county level are reported in parentheses. *p < 0.10, **p <
0.05, and ***p < 0.01.
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Table 7
Eect of Gambling Preference Associated Second-lien Misrepresentation on Delin-
quency - Subsamples

(1) (2) (3) (4) (5) (6)
Primary Non-primary Purchase Renance High FICO Low FICO

Misrepresented 0.121*** 0.112*** 0.106*** 0.109*** 0.094*** 0.155***
(0.003) (0.004) (0.003) (0.003) (0.003) (0.004)

CPRATIO -0.001 0.000 -0.003 -0.002 -0.001 -0.005
(0.004) (0.004) (0.004) (0.003) (0.004) (0.004)

Misrepresented*CPRATIO 0.015*** 0.001 0.012*** 0.017*** 0.015*** 0.015***
(0.003) (0.004) (0.003) (0.004) (0.003) (0.003)

Correctly reported 0.140*** 0.149*** 0.127*** 0.145*** 0.116*** 0.192***
(0.007) (0.005) (0.006) (0.007) (0.007) (0.007)

REL -0.009*** -0.011*** -0.009*** -0.008*** -0.009*** -0.007**
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

Unemployment 0.005 0.006** 0.007** 0.006* 0.009*** 0.002
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

HPA 0.048*** 0.029*** 0.052*** 0.044*** 0.044*** 0.054***
(0.004) (0.004) (0.004) (0.004) (0.003) (0.005)

Education 0.004 0.002 0.005** 0.004 0.003 0.005*
(0.003) (0.002) (0.003) (0.002) (0.002) (0.003)

Married 0.013*** 0.011*** 0.019*** 0.007*** 0.015*** 0.008***
(0.003) (0.002) (0.003) (0.002) (0.002) (0.003)

Income -0.012*** -0.006*** -0.019*** -0.005** -0.012*** -0.010***
(0.002) (0.002) (0.002) (0.002) (0.001) (0.003)

Urban 0.006 0.009** 0.011** 0.005 0.009** 0.005
(0.004) (0.004) (0.004) (0.004) (0.004) (0.004)

Total population -0.001 0.004 -0.001 -0.000 -0.001 -0.000
(0.006) (0.005) (0.006) (0.005) (0.005) (0.007)

Over65 0.003 0.002 -0.000 0.006** 0.000 0.006**
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

Male-female ratio -0.002 -0.001 -0.002 -0.001 -0.002 -0.001
(0.003) (0.003) (0.003) (0.002) (0.003) (0.003)

Minority 0.005 0.007* 0.017*** -0.002 0.005 0.005
(0.004) (0.004) (0.004) (0.003) (0.003) (0.004)

Interest rate 0.032*** 0.046*** 0.054*** 0.018*** 0.040*** 0.026***
(0.001) (0.002) (0.002) (0.001) (0.002) (0.002)

FICO -0.094*** -0.094*** -0.099*** -0.091*** -0.083*** -0.106***
(0.002) (0.001) (0.002) (0.001) (0.002) (0.003)

Balance 0.025*** 0.011*** 0.021*** 0.025*** 0.016*** 0.036***
(0.002) (0.002) (0.001) (0.002) (0.002) (0.002)

LTV 0.052*** 0.055*** 0.035*** 0.062*** 0.041*** 0.068***
(0.002) (0.001) (0.002) (0.002) (0.002) (0.002)

ARM 0.041*** 0.044*** 0.052*** 0.025*** 0.059*** 0.004
(0.002) (0.002) (0.003) (0.002) (0.002) (0.003)

Negative amortization 0.031*** 0.093*** 0.060*** 0.026*** 0.044*** 0.041***
(0.004) (0.006) (0.006) (0.004) (0.005) (0.005)

Option ARM 0.046*** 0.063*** 0.035*** 0.055*** 0.104*** 0.024***
(0.008) (0.023) (0.012) (0.008) (0.012) (0.009)

Prepayment penalty 0.056*** 0.049*** 0.077*** 0.037*** 0.063*** 0.036***
(0.003) (0.002) (0.003) (0.002) (0.002) (0.003)

Low or no doc. 0.051*** 0.061*** 0.049*** 0.059*** 0.067*** 0.056***
(0.002) (0.002) (0.002) (0.001) (0.002) (0.002)

Cash-out -0.033*** 0.022*** -0.010*** -0.049***
(0.002) (0.003) (0.003) (0.002)

No-cash-out 0.003 0.056*** 0.031*** -0.039***
(0.004) (0.003) (0.002) (0.004)

Investment 0.020*** 0.064*** 0.025*** 0.084***
(0.004) (0.004) (0.004) (0.005)

Second-home 0.003 0.028*** 0.012*** -0.001
(0.004) (0.003) (0.003) (0.005)

Originator FE Y Y Y Y Y Y
State FE Y Y Y Y Y Y
Half-year FE Y Y Y Y Y Y
Observations 2,079,194 303,592 1,020,025 1,362,416 1,324,100 1,058,863
Adj. R2 0.226 0.224 0.265 0.204 0.224 0.181

The table shows OLS estimates from regressions where the dependent variable takes a value of one if the loan
becomes 90 days or more delinquent using the MBA method in the rst three years after origination and zero
otherwise. We divide the whole sample in several ways: primary or non-primary (columns (1) and (2)), purchase
or renance (columns (3) and (4)), and high or low credit score (columns (5) and (6)). The high or low credit
score subsamples are divided by a FICO score of 670. All continuous variables are winsorized at the 0.5 percent
level and then standardized. All specications include state, half-year, and originator xed eects. Standard
errors clustered at the county level are reported in parentheses. *p < 0.10, **p < 0.05, and ***p < 0.01.
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Table 8
Discontinuities for Low-documentation Loans Around the Credit Threshold in All
Areas

(1) (2) (3) (4)
All loan Without simul. second Correctly reported second Misrepresented second

Panel A. Number of Loans
Est. 620- 3147 2716 241 190
Est. 620+ 7133 5214 1190 729
Est. 620+/620- 2.266 1.920 4.939 3.838

Panel B. Default Rate
FICO≥620 (β) 0.037 -0.003 0.108 0.014
t-stat (3.60) (0.50) (3.48) (-1.15)

The table reports the discontinuities for low-documentation loans around a FICO score of 620 in all areas.
Panel A presents the estimates from regressions where the dependent variable is the number of loans at each
FICO score. Using local linear regressions of the RDD approach, we estimate the number of loans at FICO
620− and FICO 620+ and compute the ratio of the estimated number of loans at FICO 620+ to 620−. Panel B
presents the estimates from regressions where the dependent variable takes a value of one if the loan becomes
90 days or more delinquent using the MBA method in the rst three years after origination and zero otherwise.
Using local linear regressions of the RDD approach, we estimate the dierence in default rates between FICO
620− and FICO 620+. We perform the estimation for all loans, loans without simultaneous seconds, loans
with correctly reported simultaneous seconds, and loans with misrepresented simultaneous seconds, and the
results are reported in columns (1) to (4), respectively. Bias-corrected t-values (standard errors clustered at
the county level) following Calonico et al. (2014) are reported in parentheses.
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Table 9
Discontinuities for Low-documentation Loans Around the Credit Threshold in High
and Low Gambling Preference Areas

(1) (2) (3)
High Low High-Low

Panel A. Number of Loans
All loan Est. 620- 1460 1687

Est. 620+ 3271 3862
Est. 620+/620- 2.240 2.289 -0.049

(-0.52)
Without simul. second Est. 620- 1275 1442

Est. 620+ 2502 2712
Est. 620+/620- 1.963 1.881 0.081

(1.39)
Correctly reported second Est. 620- 94 147

Est. 620+ 518 673
Est. 620+/620- 5.498 4.581 0.917

(1.23)
Misrepresented second Est. 620- 91 99

Est. 620+ 251 477
Est. 620+/620- 2.763 4.826 -2.063

(-2.83)
Panel B. Default Rate
All loan 0.038 0.037 0.002

(2.85) (2.25) (0.10)
Without simul. second 0.000 -0.006 0.006

(1.14) (-0.41) (0.44)
Correctly reported second 0.061 0.131 -0.070

(1.46) (3.65) (-1.62)
Misrepresented second 0.001 0.052 -0.052

(-0.07) (-0.86) (-0.98)
The table reports the discontinuities for low-documentation loans around a FICO score of
620 separately in high and low gambling preference areas. Panel A presents the estimates
from regressions where the dependent variable is the number of loans at each FICO score.
Using local linear regressions of the RDD approach, we estimate the number of loans at
FICO 620− and FICO 620+ and compute the ratio of the estimated number of loans at
FICO 620+ to 620−. Panel B presents the estimates from regressions where the dependent
variable is the default dummy variable. Using local linear regressions of the RDD approach,
we estimate the dierence in default rates between FICO 620− and FICO 620+. Using the
di-in-disc approach, we estimate the dierence between high and low gambling preference
areas. We perform the estimation for all loans, loans without simultaneous seconds, loans
with correctly reported simultaneous seconds, and loans with misrepresented simultaneous
seconds. The results for loans in high, low, and the dierence between high and low gambling
preference areas are reported in columns (1) to (3), respectively. For discontinuities, bias-
corrected t-values (standard errors clustered at the county level) following Calonico et al.
(2014) are reported in parentheses. For the dierence between high and low gambling pref-
erence areas, t-statistics based on heteroskedasticity-consistent standard errors are reported
in parentheses.
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Table 10
Alternative Default Measures for Loan Performance Tests

(1) (2) (3) (4)
90+ delinq in 3 year 90+ delinq in 2 year 60+ delinq in 3 year B/F/REO in 3 year

Misrepresented 0.121*** 0.066*** 0.123*** 0.109***
(0.003) (0.003) (0.003) (0.003)

CPRATIO -0.002 -0.002 -0.001 -0.003
(0.004) (0.002) (0.004) (0.003)

Misrepresented*CPRATIO 0.014*** 0.007*** 0.014*** 0.013***
(0.002) (0.002) (0.003) (0.003)

Correct presented 0.141*** 0.079*** 0.144*** 0.113***
(0.007) (0.005) (0.007) (0.006)

REL -0.009*** -0.005*** -0.009*** -0.007***
(0.003) (0.002) (0.003) (0.003)

Unemployment 0.006* 0.006*** 0.004 0.007**
(0.003) (0.002) (0.003) (0.003)

HPA 0.046*** 0.025*** 0.046*** 0.037***
(0.004) (0.003) (0.004) (0.003)

Education 0.004 0.002 0.003 0.003
(0.003) (0.001) (0.003) (0.002)

Married 0.013*** 0.007*** 0.013*** 0.009***
(0.003) (0.001) (0.003) (0.002)

Income -0.012*** -0.008*** -0.012*** -0.009***
(0.002) (0.001) (0.002) (0.002)

Urban 0.007* 0.004* 0.006 0.006*
(0.004) (0.002) (0.004) (0.003)

Total population 0.000 0.001 0.000 -0.001
(0.006) (0.003) (0.006) (0.005)

Over65 0.003 0.003 0.003 0.005
(0.003) (0.002) (0.003) (0.003)

Male-female ratio -0.002 -0.001 -0.002 -0.002
(0.003) (0.002) (0.003) (0.002)

Minority 0.005 0.003 0.006 0.001
(0.004) (0.002) (0.004) (0.003)

Interest rate 0.033*** 0.047*** 0.027*** 0.031***
(0.001) (0.001) (0.001) (0.001)

FICO -0.094*** -0.068*** -0.113*** -0.058***
(0.002) (0.001) (0.002) (0.001)

Balance 0.023*** 0.020*** 0.020*** 0.019***
(0.002) (0.001) (0.002) (0.002)

LTV 0.052*** 0.027*** 0.055*** 0.043***
(0.002) (0.001) (0.002) (0.001)

ARM 0.040*** 0.039*** 0.033*** 0.045***
(0.002) (0.002) (0.002) (0.002)

Negative amortization 0.037*** 0.046*** 0.034*** 0.023***
(0.004) (0.003) (0.004) (0.005)

Option ARM 0.048*** 0.028*** 0.051*** 0.036***
(0.007) (0.006) (0.008) (0.006)

Prepayment penalty 0.055*** 0.019*** 0.061*** 0.025***
(0.002) (0.001) (0.002) (0.002)

Low or no doc. 0.054*** 0.031*** 0.058*** 0.051***
(0.002) (0.001) (0.002) (0.002)

Cash-out -0.025*** -0.025*** -0.020*** -0.026***
(0.002) (0.002) (0.002) (0.002)

No-cash-out 0.010*** 0.001 0.014*** 0.009***
(0.004) (0.003) (0.003) (0.003)

Investment 0.045*** 0.028*** 0.044*** 0.058***
(0.004) (0.003) (0.004) (0.003)

Second-home 0.008** 0.001 0.009** 0.026***
(0.003) (0.002) (0.004) (0.003)

Originator FE Y Y Y Y
State FE Y Y Y Y
Half-year FE Y Y Y Y
Observations 2,383,444 2,383,444 2,383,444 2,383,444
Adj. R2 0.225 0.156 0.236 0.155

The table shows OLS estimates from regressions in which the dependent variable uses dierent measures of default. Column
(1) uses 90 days or more delinquency using MBA method in the rst three years after origination (baseline). Column (2)
uses 90 days or more delinquency using MBA method in the rst two years after origination. Column (3) uses 60 days or
more delinquency using MBA method in the rst two years after origination. Column (4) uses bankruptcy/foreclosure/REO
in the rst three years after origination. All continuous variables are winsorized at 0.5 percent level and then standardized.
All specications include state, half-year, and originator xed eects, and standard errors clustered at the county level are
reported in the parentheses. *p < 0.10, **p < 0.05, and ***p < 0.01.
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Table 11
Gambling Preference and Mortgage Misrepresentation - Probit Model

(1) (2) (3) (4) (5) (6) (7)
CPRATIO 0.006** 0.014*** 0.015*** 0.012*** 0.006*** 0.006** 0.004**

(0.002) (0.003) (0.002) (0.002) (0.001) (0.003) (0.002)
Geographic controls N Y N Y Y Y Y
Loan chars controls N N Y Y Y Y Y
Originator FE N N N N Y Y Y
State FE N N N N N Y Y
Half-year FE N N N N N N Y
Observations 638,544 609,627 626,978 598,574 478,730 470,402 459,341
Pseudo R2 0.000 0.005 0.024 0.026 0.223 0.221 0.258

The table shows the marginal eects of CPRATIO from probit models where the dependent
variable takes a value of one if the loan is misrepresented and zero otherwise. All continuous
variables are winsorized at the 0.5 percent level and then standardized. All specications include
state, half-year, and originator xed eects. Standard errors clustered at the county level are
reported in parentheses. *p < 0.10, **p < 0.05, and ***p < 0.01.
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Table 12
Gambling Preference and Mortgage Misrepresentation - Causal Forest

(1)
Second-lien misrepresentation

CPRATIO 0.0013**
(0.0006)

The table shows causal forest estimates from
regressions where the dependent variable
takes a value of one if the loan is misrepre-
sented and zero otherwise. All control vari-
ables in Table 4 are used for growing trees
and forests. Before growing the trees, all con-
tinuous variables are winsorized at the 0.5
percent level and then standardized. A half-
year variable is created, starting from the rst
half of 2005 as 1, and used as a variable in
growing trees and forests. Observations are
clustered by state, and each unit is given the
same weight (so that larger clusters receive
more weight). 2000 trees are grown in the
causal forest. The fraction used for determin-
ing splits (honesty) is 50 percent. Standard
errors are reported in parentheses. *p < 0.10,
**p < 0.05, and ***p < 0.01.
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Table 13
Discontinuities of Full-documentation Loans Around the Credit Threshold

(1) (2) (3) (4)
High Low All High-Low

Panel A. Number of loans
All loan Est. 620- 1565 2801 4367

Est. 620+ 1948 3232 5180
Est. 620+/620- 1.244 1.154 1.186 0.090

(2.27)
Without simul. second Est. 620- 1169 1943 3112

Est. 620+ 1461 2225 3686
Est. 620+/620- 1.249 1.146 1.185 0.104

(2.19)
Correctly reported second Est. 620- 267 585 852

Est. 620+ 316 674 989
Est. 620+/620- 1.183 1.152 1.161 0.031

(0.58)
Misrepresented second Est. 620- 129 274 403

Est. 620+ 171 333 505
Est. 620+/620- 1.325 1.216 1.251 0.109

(1.03)
Panel B. Default rate
All loan -0.003 0.009 0.006 -0.012

(0.42) (0.03) (0.34) (-0.89)
Without simul. second 0.001 0.004 0.004 -0.003

(1.10) (-0.00) (0.73) (-0.23)
Correctly reported second -0.008 0.014 0.007 -0.022

(-0.22) (0.06) (-0.15) (-0.61)
Misrepresented second -0.020 0.029 0.018 -0.049

(-0.48) (0.03) (-0.02) (-1.15)
The table presents the results of the estimations in Table 8 and Table 9 using full-
documentation loans. Panel A reports the estimates for the number of loans at each FICO
score. Panel B reports the estimates for loans that become 90 days or more delinquent using
the MBA method in the rst three years after origination. Using local linear regressions of
the RDD approach, we estimate the number of loans and the default rate at FICO 620−

and FICO 620+ and compute the ratio of the estimated number of loans at FICO 620+ to
620−. Using the di-in-disc approach, we estimate the dierence between high and low gam-
bling preference areas. We perform the estimation for all loans, loans without simultaneous
seconds, loans with correctly reported simultaneous seconds, and loans with misrepresented
simultaneous seconds. The results for loans in high gambling preference areas, loans in low
gambling preference areas, loans in all areas, and the dierence between high and low gam-
bling preference areas are reported in columns (1) to (4), respectively. For discontinuities,
bias-corrected t-values (standard errors clustered at the county level) following Calonico
et al. (2014) are reported in parentheses. For the dierence in the ratio of the number of
loans/default rate between high and low gambling preference areas, t-statistics based on
heteroskedasticity-consistent standard errors/standard errors clustered at the county level
are reported in parentheses. 46



Table 14
Estimates of the discontinuities in observable covariates

(1) (2)
loan characteristics borrower characteristics

Interest rate (%) 0.001 REL -0.005
(0.041) (0.004)

Balance 0.017 Unemployment (%) 0.056
(0.013) (0.071)

LTV (%) 0.128 HPA -0.004
(0.367) (0.004)

ARM -0.011 Education (%) -0.276
(0.013) (0.242)

Negative amortization 0.025*** Married (%) -0.052
(0.007) (0.107)

Option ARM 0.001 Income 0.005
(0.002) (0.007)

Prepayment penalty 0.004 Urban (%) 0.539
(0.015) (0.335)

Cash-out 0.002 Total population (ln) 0.031
(0.013) (0.025)

No-cash-out 0.002 Over65 (%) 0.319***
(0.007) (0.105)

Investment 0.007 Male-female ratio 0.003**
(0.007) (0.001)

Second-home 0.007** Minority (%) -0.534*
(0.003) (0.314)

The table reports the results of di-in-disc regression for pre-determined outcomes and covariates
using Equation 7 with other controls. The dependent variables are the pre-determined outcomes
and covariates. Column (1) shows the tests for loan characteristics, and column (2) shows the tests
for borrower characteristics. As in the main test, the bandwidth is set to 10 and the kernel is
uniform. Standard errors clustered at the county level are reported in parentheses.
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Table 15
Sensitivity of Results for Number of Loans

Uniform Triangular
High Low All H-L High Low All H-L

Bandwidth = 8
All loan 2.230 2.242 2.237 -0.013 2.250 2.204 2.225 0.046

(-0.13) (0.44)
Without simul. second 1.950 1.811 1.875 0.140 1.970 1.745 1.846 0.225

(2.45) (4.10)
Correctly reported second 5.469 4.693 4.999 0.776 5.761 5.235 5.446 0.526

(0.96) (0.56)
Misrepresented second 2.709 5.095 3.957 -2.385 2.496 5.128 3.826 -2.632

(-2.85) (-3.21)
Bandwidth = 10
All loan 2.240 2.289 2.266 -0.049 2.240 2.234 2.237 0.006

(-0.52) (0.06)
Without simul. second 1.963 1.881 1.920 0.081 1.961 1.788 1.867 0.172

(1.39) (3.26)
Correctly reported second 5.498 4.581 4.939 0.917 5.616 4.971 5.228 0.645

(1.23) (0.74)
Misrepresented second 2.763 4.826 3.838 -2.063 2.609 5.133 3.900 -2.524

(-2.83) (-3.20)
Bandwidth = 12
All loan 2.199 2.245 2.224 -0.047 2.237 2.262 2.250 -0.025

(-0.50) (-0.27)
Without simul. second 1.940 1.859 1.897 0.081 1.960 1.831 1.891 0.129

(1.52) (2.44)
Correctly reported second 5.209 4.602 4.846 0.607 5.520 4.845 5.114 0.676

(0.91) (0.84)
Misrepresented second 2.656 4.388 3.590 -1.732 2.668 4.971 3.858 -2.302

(-2.60) (-3.20)
Bandwidth = 14
All loan 2.197 2.199 2.198 -0.002 2.222 2.257 2.241 -0.036

(-0.02) (-0.39)
Without simul. second 1.946 1.842 1.891 0.104 1.952 1.842 1.893 0.110

(2.02) (2.12)
Correctly reported second 5.278 4.666 4.915 0.612 5.424 4.788 5.043 0.636

(0.95) (0.84)
Misrepresented second 2.515 3.940 3.275 -1.426 2.645 4.755 3.747 -2.110

(-1.99) (-3.18)

The table reports the sensitivity of RDD and di-in-disc regression for the number of loans
to the choice of bandwidth and estimation kernel. Bias-corrected t-values (standard errors
clustered at the county level) are reported in parentheses. *p < 0.10, **p < 0.05, and ***p <
0.01.
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Table 16
Sensitivity of Results for Default Rate of Loans with Misrepresented Second

Uniform Triangular
High Low All H-L High Low All H-L

Bandwidth = 8
No control 0.005 0.019 -0.004 -0.014 -0.007 -0.016 -0.031 0.009

(-0.24) (-0.83) (-1.18) (-0.23) (0.81) (-1.43) (-0.89) (0.13)
With control 0.026 0.048 0.033 -0.022 -0.001 -0.012 -0.007 0.010

(-0.39) (-1.27) (-1.27) (-0.43) (0.45) (-1.73) (-0.97) (0.16)
Bandwidth = 10
No control 0.001 0.052 0.014 -0.052 -0.004 0.011 -0.014 -0.015

(-0.07) (-0.86) (-1.15) (-0.98) (0.32) (-1.15) (-1.07) (-0.25)
With control 0.013 0.078 0.045 -0.065 0.011 0.025 0.016 -0.014

(0.16) (-0.92) (-0.73) (-1.41) (0.06) (-1.43) (-1.06) (-0.26)
Bandwidth = 12
No control -0.022 0.065 0.014 -0.087 -0.003 0.033 0.000 -0.036

(0.30) (-0.30) (-0.50) (-1.71) (0.09) (-1.00) (-1.14) (-0.65)
With control -0.004 0.082 0.042 -0.085 0.011 0.050 0.030 -0.038

(0.33) (0.07) (0.15) (-1.95) (0.12) (-1.12) (-0.82) (-0.80)
Bandwidth = 14
No control 0.007 0.071 0.033 -0.064 -0.007 0.046 0.007 -0.053

(-0.47) (0.11) (-0.72) (-1.39) (0.06) (-0.59) (-0.88) (-1.03)
With control 0.017 0.081 0.051 -0.064 0.008 0.060 0.035 -0.052

(-0.29) (0.79) (0.26) (-1.53) (0.13) (-0.43) (-0.35) (-1.18)

The table reports the sensitivity of RDD and di-in-disc regression for the default rate
of loans with misrepresented seconds to the inclusion of control variables, the choice of
bandwidth, and the choice of estimation kernel. Bias-corrected t-values (standard errors
clustered at the county level) following Calonico et al. (2014) are reported in parentheses.
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Figure 1
Second-lien misrepresentations distribution
The gure plots the county level proportion of second-lien misrepresentation in all loans.
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Figure 2
CPRATIO distribution
The gure plots the county level CPRATIO across the US.
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Figure 3
Heterogeneous Treatment Eects of Second-lien Misrepresentation on Default condi-
tioned on Dierent Levels of Gambling Preference
The gure plots the heterogeneous treatment eects of second-lien misrepresentation on default,
conditioned on dierent levels of gambling preference, using the causal forest approach. The de-
pendent variable is an indicator that takes a value of one if the loan becomes 90 days or more
delinquent using the MBA method in the rst three years after origination. The average treatment
eect of mortgage fraud is estimated at dierent levels of local gambling preference (four quarters
divided by CPRATIO). All control variables in column (3) of Table 6 are used for growing trees
and forests. Before growing the trees, all continuous variables are winsorized at the 0.5 percent
level and then standardized. A half-year variable is created, starting from the rst half of 2005 as
1, and used as a variable in growing trees and forests. Observations are clustered by state, and each
unit is given the same weight (so that larger clusters receive more weight). 2000 trees are grown in
the causal forest. The fraction used for determining splits (honesty) is 50 percent.
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Figure 4
Placebo Tests for Number of Loans with Misrepresented Second
The gure plots the empirical c.d.f. of the estimated coecient for the number of loans with
misrepresented seconds from a set of di-in-disc estimations at false FICO score thresholds below
and above 620 (i.e., any score from 601 to 614 and any score from 626 to 639). The vertical lines
show the benchmark estimate (-2.063) and its positive value (2.063).
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Figure 5
Placebo Tests for Default Rate of Loans with Misrepresented Second
The gure plots the empirical c.d.f. of the estimated coecient for the default rate of loans with
misrepresented seconds from a set of di-in-disc estimations at false FICO score thresholds below
and above 620. The vertical lines show the benchmark estimate (-0.052) and its positive value
(0.052).
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